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Abstract: A huge amount of people’s crowd has attracted by explosive development of e-commerce for online shopping, blogging 

etc. Most of the peoples give reviews about the product, blogs, tweet etc and these reviews are important for potential customers 

and companies for evolution. From these reviews opinion mining and feature extraction is becoming popular field of research. In 

this research, we implement corpus statistics association measure to compute the semantic dependency between each pair of words 

and present an association-based unified system to recognize features such as explicit feature and implicit feature. For explicit 

feature identification and its opinion words we have propose association-based bootstrapping method (ABOOT), which has lead 

into two types as, LRTBOOT and LSABOOT. We first group the extracted synonymous explicit features into clusters and build a 

robust semantic correlation set between feature clusters and opinion words. For each new recognized opinion word devoid of an 

explicit feature, we then find its best matching cluster from the correlation set and assign the representative word of the cluster as 

the implicit feature, then used ESA i.e. Explicit Semantic Analysis based on corpus dataset of reviews. This method is to applied 

on set of context and non-context to identify implicit feature. 
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1. Introduction 
Opinion mining is also known as sentiment analysis, 

plays an important role for researchers and merchants to know 

opinion about the product online. With the rapid expansion in 

web technologies, online buying and selling of products has 

increased to a great extent. Added to the growth is the 

capability of users to share their feeling of satisfaction or 

criticism in the form of reviews. Knowing these opinions and 

its associated sentiments is important since it greatly affects the 

decision-making of an individual or an organization 

management system. It can be performed at various levels of 

granularity like at document level, sentence level or at aspect 

level. For document level mining [1], a document is considered 

as a single entity to be observed. Similarly for sentence level 

mining, a single sentence and for aspect level mining, different 

aspects of an entity are taken into consideration.  A feature-

based approach to opinion mining has become a necessity 

where target entities and their expressed features are extracted 

from the text and then the expressed opinions are analyzed for 

every feature.  

It is determined that semantic dependencies clearly 

exist between features and opinion phrases, even amongst 

function or opinion phrases themselves. In this research we 

have proposed an application for mining features with its    

opinion words by using implicit feature extraction and explicit 

feature extraction. A feature, also known as an opinion feature, 

refers to the attribute, component of product on which people 

express their opinions and sentiments. A feature is called an 

explicit feature if it actually appears in a review. For extracting 

explicit features we are using Association-Based Bootstrapping 

Method (ABOOT) [2]. ABOOT starts with a small list of 

annotated feature seeds, on which it then iteratively extracts a 

large number of domain-specific features and opinion and by 

exploiting corpus statistics associations on a given review 

domain. If it does not appear explicitly but is implied by an 

opinion word in the review, the feature is called an implicit 

feature. It is extracted using semantic correlation algorithm. 

 

2. PROPOSED METHEDOLOGY: 

Opinion Mining is a new technology based on the 

technology of text mining and natural language processing. It 

provides the approach to cope with the problems, so generating 

summary of the products have been attracting many researchers 

during these years. In order to analyze the information hides 

behind the users’ comments, many researchers begin to 

consider using automatic approaches to deal with the problem. 

In this research, we focus on first extracting explicit features 

and the associated opinion words that appear in customer 

reviews and then identifying implicit features for the opinion 

words devoid of explicit features in the reviews. Thus opinion 

mining, sentiment analysis and summarization become a 

serious necessity. It is necessary to extract and construct an 

opinion target list and an opinion word lexicon both of which 

can provide prior knowledge that is useful for fine-grained 

opinion mining. In recent years most of the work has been done 

on explicit feature identification, but very less research has 

been done to find implicit feature.  

In architecture, First of all we have collected review data 

from Amazone.com website of mobile phone. The review data 

was noisy so we have pre-processed it and generate new file of 

clean data. Next task is to find out explicit feature which is 

present in the review and followed by its opinion word, for this 

we separately find out list of features and opinion words in 

proper manner. Further work have done for identification of 

explicit feature by using ABOOT algorithm which is iteratively 

brings domain specific features and opinion with the help of 

feature seed. After finding explicit feature the main task is to 

find out implicit feature on which less word had done. For 
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implicit feature extraction we used Explicit Semantic Analysis 

(ESA) method which works with the extracting set of context 

and non-context words, so as to compile search of implicit 

feature. By using this method we found set of semantic 

correlated words that are helpful for finding which opinion-

feature pair is best matching. And result comes faithful on 

classification. 

 

 
 

Fig1: Proposed System architecture 

 

The proposed system has five noteworthy modules. 

These modules are Input (User Review Sentences), Explicit 

Feature and Opinion Word extraction, Implicit Feature 

Identification, Summary Generation and Output (Aspect - 

based Summary). The figure 1 beneath demonstrates a 

diagrammatic perspective of the proposed system alongside its 

modules and their stream of communications. 

 

2.1 Opinion mining: 

 Opinion mining [3] is the field of study that analyses the 

people opinions, sentiments, appraisals and emotion towards 

the entities such as products, services. The emergence of user-

generated content via social media had an undeniable impact 

on the commercial environment. In fact, social media has 

shifted the content publishing from business towards the 

customer. With the explosive growth of social media for like 

microblogs, amazon, flipkart. On the web, individuals and 

organizations are increasingly using the content in these media 

for decision making. Each site typically contains a huge 

volume of opinion text. 

The average human reader will have difficulty in 

identifying the relevant sites and extracting and summarizing 

the opinions in them. So automated sentiment analysis systems 

are needed. Opinion target is a noun or noun phrases defined as 

the object about which user express their opinions. Opinion 

word is a verb or adjectives used to express users’ opinion 

about the object. 

For example: 

“This phone has an amazing and big screen” 

Here, the customers are expect to know whether this 

review express the positive opinion or negative opinion about 

the phone. To achieve this aim, the extraction of opinion word 

and opinion target should be detected. After that, an opinion 

target list and an opinion word list should be extracted. In 

above example, the “screen” is the opinion target and the 

“amazing”, “big” are opinion words for that particular review. 

 

2.2 Feature-Based Opinion Mining 

Feature based opinion mining [5] is one of the basic 

tasks in opinion mining is classifying the polarity of a given 

text or feature/aspect level to find out whether it is positive, 

negative or neutral. Different methodologies are used for this 

purpose. Some expert analysts used the scaling system to 

associate numbers with appropriate sentiments that a word is 

depicting. Research has also shown that subjectivity [4] or 

objectivity identification can also achieve the purpose. 

However the most fine grained analysis model would be the 

feature or aspect based sentiment mining method for this 

purpose. The basic idea of feature based opinion mining is to 

determine the sentiments or opinions that are expressed on 

different features or aspects of entities. 

 

2.3 Explicit Feature and Opinion Word Extraction 

Corresponding to the aforementioned dependency relations, we 

employ three types of pairwise word associations, that is, 

feature-opinion (FO or OF), feature-feature (FF), and opinion-

opinion (OO), for feature and opinion word extraction. 

Feature seed:  

Without ground truth in the form of known seed words, simply 

computing pairwise word associations is bound to lead to a 

large quantity of frivolous features or opinion words. Thus, to 

identify explicit features and their associated opinion words 

from reviews, we propose to start with a manually annotated 

list of domain-specific feature seeds. We then enlarge this seed 

list by iteratively extracting new valid features and opinion 

words that are strongly associated with the identified known 

features or opinion words. 

 

2.4 Association-Based Bootstrapping Algorithm 

Given a review corpus D, we first need to generate two 

candidate sets of features and opinion words, from which valid 

features and opinion words will be identified via corpus 

statistics association analysis. Features typically appear as 

nouns (noun phrases) and tend to be the subject or object of a 

review sentence. For example, in the cell phone review “I like 

its appearance very much. Besides, the screen is also very 

large!”, the noun feature “screen” is parsed as the subject of 

the second sentence, and the feature “appearance” is parsed as 
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the object of the first sentence. Simply selecting raw nouns 

(noun phrases) as feature candidates gives good coverage 

(recall) but comes at the expense of letting in many noisy 

features, which may negatively affect the subsequent 

bootstrapping extraction process. Thus, we only select the 

nouns (noun phrases) with “subject” or “object” syntactic 

patterns to form the candidate feature set CF, CF = {cf1, . . . , 

cfi , . . . , cfM}, M: set size. 

We simply select all adjectives and verbs in the corpus D to 

form the candidate opinion word set CO, CO = {co1,…, …, 

coj, …, coN}, N: set size. 

Our generalized corpus statistics association based 

bootstrapping approach, ABOOT in short, is summarized in 

Algorithm 1. Some variables in the algorithm are defined as 

follows: 

1. S: a manually annotated feature seed set that is used to 

supervise the bootstrapping of feature extraction. 

2. F: a feature set that keeps track of the extracted features, 

initially F = S. 

3. O: opinion word set that tracks the extracted opinion words. 

4. A(t1, t2): an association score estimated via an association 

model A for terms t1 and t2. 

5. foth, ffth, and ooth: three thresholds for the FO (or OF), FF, 

and OO associations, respectively. 

 

Input: Review data D and a feature seed set S 

Output: Extracted features and opinion words 

CF ← Extract a candidate feature set from review data D; 

CO ← Extract a candidate opinion set from review data D; 

F←S; 

O←∅ ; 

repeat 

for each known feature f in set F do 

for each candidate feature c f in set CF do 

if (A( f, cf ) ≥ ffth) AND (c f / ∈  F) then 

Identify candidate feature cf as a feature; 

Remove candidate cf from set CF; 

end 

end 

for each candidate opinion word co in set CO do 

if (A( f, co) ≥ foth) AND (co / ∈  O) then 

Identify candidate opinion co as an opinion word; 

Remove candidate co from set CO; 

end 

end 

end 

for each known opinion word o in set O do 

for each candidate opinion word co in set CO do 

if (A(o, co) ≥ ooth) AND (co / ∈  O) then 

Identify candidate opinion co as an opinion word; 

Remove candidate co from set CO; 

end 

end 

for each candidate feature c f in set CF do 

if (A(o, cf ) ≥ foth) AND (c f / ∈  F) then 

Identify candidate feature cf as a feature; 

Remove candidate cf from set CF; 

end 

end 

end 

Update sets F and O with new identified features and opinion 

words; 

until No new features or opinion words are identified; 

return Feature set F and opinion word set O 

 

2.5 Implicit Feature Identification 

Implicit features [4] refer to the features that do not 

appear but are implied by opinion words in reviews. For 

example, in the cell phone review sentence “I want to get one, 

but too pricey,” an implicit feature “price” is inferred for the 

opinion word “pricey.” Although explicit feature extraction has 

been studied over the past few years, limited research has been 

done on inferring implicit features for the opinion words 

devoid of explicit features. 

To build feature clusters, we represent explicit features with 

their contextual content words (nouns, verbs, adjectives, and 

adverbs), which co-occur with the features in the same review 

sentences. We then apply the well-known KNN algorithm to 

the contextual vectors to group the feature words into K 

clusters. 

 

Input: Review data D and both extracted feature set F and 

opinion word set O 

Output: Identified implicit features 

G ← Group features in F into clusters via k-means; 

C ← Build correlation set between opinion words in O and 

feature clusters in G; 

W ← Recognize a new list of opinion words devoid of explicit 

features; 

for each opinion word w in W do 

Find best-matched feature cluster g using correlation set C; 

Identify the representative feature of cluster g as implicit 

feature; 

end 

return Identified implicit features 

 

3.1 MODULES 

The proposed system has five noteworthy modules. 

These modules are Input (User Review Sentences), Explicit 

Feature and Opinion Word extraction, Implicit Feature 

Identification, Summary Generation and Output (Aspect - 

based Summary). The figure 3.1 beneath demonstrates a 

diagrammatic perspective of the proposed system alongside its 

modules and their stream of communications. 

 
Fig.2 Proposed Framework 

For implicit feature recognizable proof, the procedure 

include steps like conclusion introduction forecast, feature-

opinion combine era, supplanting the equivalent word words 

with their comparing feature word, checking the recurrence 

events of each exceptional match and at last the ID of implicit 

feature. Figure 2 underneath depicts the means performed for 

the recognizable proof of shrouded features in a viewpoint - 

empty audit proclamation. 

 

3.1.1 Sentiment Prediction  

This progression predicts the notion connected with a 

sentence. That is, it tries to distinguish whether the given 

sentence is certain or negative as for an item considered. It 
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characterizes the score of 1.0 for positive explanation and - 1.0 

for the negative proclamation.  

 

 

3.1.2 Feature-Opinion Pair Generation  

In this progression, above all else the given sentence 

experiences POS labeling where every word is labeled with its 

particular grammatical form but instead of POS we have used 

WordNet dictionary.. Next the things and modifiers are 

separated and put away as feature-opinion match.  

 

 
 

Fig. 3 Implicit Feature Identification Process  

  

3.1.3 Avoiding the undesirable sets  

While era of these sets, there are sure things which don't 

signify the feature words and consequently are to be 

overlooked. This issue is additionally considered where just the 

sets containing feature words or the related equivalent words 

are taken and the rest are disregarded.  

 

3.1.4 Replacing the equivalent words  

In this progression, distinctive equivalent words for a 

perspective are supplanted by their relating feature word. It is 

required to have consistency and to maintain a strategic 

distance from feature grouping.  

 

3.1.5 Frequency Count  

This progression tallies the event recurrence of every one of 

a kind combine accessible. The uniqueness is characterized by 

a opinion word. Henceforth in light of an opinion word, its 

event recurrence for each feature, if combine is accessible, is 

figured. This work is proficient utilizing Rapid Miner, an 

instrument accessible to play out specific information mining 

undertakings.  

 

3.1.6 Identification of Implicit Feature  

In this progression, an implicit feature is recognized by 

contrasting the recurrence event of the gained opinion word 

with various features and selecting the one with most elevated 

number. On the off chance that same recurrence numbers are 

gotten amid correlation, then aggregate recurrence tally of 

features is considered as the second check. 

  

3.1.7 Summary Generation  

Once the implicit features are distinguished and set to their 

particular feature add up to tally, an Aspect - based Summary 

will be produced where add up to number of positive and 

negative reviews will be shown for each feature contemplated. 

At first the aggregate check will incorporate just aggregate 

number of explicit review sentences yet the last aggregate tally 

will incorporate aggregate number of implicit and explicit 

sentences. 

 

4. MATHEMATHICAL MODEL: 

As shown in Algorithm 1, the proposed generalized strategy 

for opinion feature extraction is called ABOOT (Association 

based Bootstrapping). Different pair-wise term association 

measures can lead to different instance approaches. There are 

two schools of thoughts on estimating pair-wise dependency 

relations: one is the tests for statistical significance, the other is 

the association measure. On the tests for statistical significance 

front, we choose the likelihood ratio tests model to estimate the 

pair-wise association for feature bootstrapping, which we call 

LRTBOOT (Likelihood Ratio Tests based Bootstrapping). For 

the association measure, we use latent semantic analysis as well 

as cosine similarity, which we call LSABOOT (Latent 

Semantic Analysis based Bootstrapping). Other types of 

association models can be evaluated as part of future work. 

 

4.4.1 Likelihood Ratio Tests for Bootstrapping 

We first describe the likelihood ratio tests (LRT) [5] 

association model. The LRT is well known for not relying 

critically on the assumption of normality, instead, it uses the 

asymptotic assumption of the generalized likelihood ratio. In 

practice, the use of likelihood ratios tends to result in 

significant improvements in text-analysis performance, even 

with relatively small amount of data. LRT computes a 

contingency table of two term Ti and Tj , derived from corpus 

statistics, as given in Table 2, where k1(Ti, Tj) is the number of 

documents (reviews) containing both terms Ti and Tj ; k2(Ti,

 ) is the number of documents containing term Ti but not Tj ; 

k3( , Tj) is the number of documents containing term Tj but 

not Ti; k4( , ) is the number of documents containing 

neither Ti nor Tj. Note that our purpose here is to measure how 

greatly pair-wise terms are associated with each other given the 

corpus statistics, rather than performing an actual statistics test. 

 

Corpus statistics Tj  
Ti K1(Ti , Tj) K2 (Ti, ) 

 K3 ( , Tj) K4 ( , ) 
 

Table 1: Contingency table derived from corpus 

statistics. 

Based on the corpus statistics shown in Table 1, the likelihood 

ratio tests (LRT) [5] model captures the statistical association 

between terms Ti and Tj by employing the following function: 
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−2logλ = 2[logL (p1, k1, n1) + logL (p2, k2, n2) –logL (p, k1, 

n1) – logL (p, k2, n2)]    (1) 

where, 

L (p, k, n) = pk (1 − p) n−k; n1 = k1 + k3; n2= k2 + k4; 

p1 = k1 / n1; p2= k2 / n2; p = (k1 + k2) / (n1 + n2); 

The higher the quantity −2logλ, the greater the statistical 

association between term Ti and term Tj. We abbreviate this 

LRT based bootstrapping as LRTBOOT. 

4.4.2 Latent Semantic Analysis for Bootstrapping 

Generally, given a term-by-document matrix representing a 

collection of documents, latent semantic analysis (LSA) [6] 

applies singular value decomposition (SVD) to the matrix to 

statistically estimate the latent dimensions (or factors) and 

term-term associations of the collection. In particular, we first 

build a term by document matrix X, given a corpus of review 

documents. By applying SVD, the term-by-document matrix is 

then decomposed into a product of three matrices: 

X = LVR’ 

where L and R are the left and right singular matrices, and V is 

a diagonal matrix of singular values. 

Let r be the rank of the raw matrix X. We select a value k « r. 

Let Vk denote the diagonal matrix generated by choosing the 

top k singular values from the matrix V , and let Lk and Rk be 

matrices generated by selecting the corresponding columns 

from the matrices L and R, respectively. We thus obtain a 

reduced matrix Xk by multiplying the three new matrices: 

Xk = LkVkR’k 

The matrix Xk is the best low rank (k) approximation to the raw 

matrix X, which minimizes the Frobenius norm [7] or 

reconstruction error in the form: 

|| E ||F =  

where E = X - Xk, etd : element of matrix E, T: term set size, 

and D: corpus size. 

In the new latent space, we measure pair-wise term associations 

via cosine similarity of the corresponding row vectors of the 

“smoothed” matrix Xk. The LSA model is one type of the 

generalized association model A used to compute the FF, FO, 

and OO term associations in Algorithm 1. We abbreviate this 

approach as LSABOOT. 

 

5. CONTRIBUTION 

In online reviews, every concept relates to a sentence 

to describe the dataset. Thus we can create a word vector for 

every concept, every element of the vector points to a word 

appearing in the concept’s sentence, so we can easily express a 

concept by using the word vector. And we measure every 

word’s value by the TF-IDF. These values qualified the 

association strength between words and the concepts in the 

Review. 

In the beginning, we deal with the Review dataset 

<DSreview>. Firstly there are some preprocess work about the 

dataset concept’s, such as the word segmentation, deleting the 

stop words and so on. After that we build the inverted index 

<t> that every element in this set is related to a review dataset 

DSreview (i). Then we use the TF-IDF formula to calculate the 

association strength between words and concepts in the 

Dataset. In order to assure the efficiency, we set up the 

threshold δ to remove the words which associate a concept 

weakly. Finally we build a map between the words and the 

concepts in the dataset which is named as the set of <kij> 

where every kij is the association strength between a word and 

a concept in the Dataset. So a Dataset review is measured by a 

series of words and the TF-IDF value between them. This 

technique is named as ESA (Explicit Semantic Analysis) using 

Wikipedia concept. 

Another contribution of this research is use of 

semantic dictionary WordNet. It is a large lexical database of 

English. Nouns, verbs, adjectives and adverbs are grouped into 

sets of cognitive synonyms, each expressing a distinct concept. 

The majority of WordNet’s relation connects words from the 

same part of speech (POS). 

 

6. PERFORMANCE ANALYSIS 

We have evaluated the performance of our proposed system on 

Intel CORE i5 CPU with processing speed of 1.7 Ghz and 4GB 

of RAM running on Windows 7 operating system. The 

experiment result presents analysis graph and table for explicit 

feature and implicit feature. For an experiment we used 

customer reviews of electronics products such as mobile 

phone, camera which are extracted from online site 

amazon.com and etc. Each of the product reviews includes text 

review.  

 We determine experimental results using standard 

Information Retrieval (IR) metrics Precision, Recall and F-

score. Precision is the fraction of retrieved instances that are 

relevant, while recall is the fraction of relevant instances that 

are retrieved. Both precision and recall are therefore based on 

an understanding and measure of relevance. The two measures 

are sometimes used together in the F-measure (also F-score) is 

a measure of a test’s accuracy. It considers both the precision 

and the recall of the test to compute the score asurement for a 

system. 

 

 
Fig 4: Comparison between other methods and proposed 

method 

 In comparative analysis we had took some of the methods 

like IF-LRTBOOT, IF-LSABOOT [2], coARM [8] and 

proposed method. To find implicit feature they used likelihood 

ration test BOOT method which gives precision 72.99%, recall 

69.93% and F-measure 71.43%. To find implicit feature they 

used latent semantic analysis BOOT method and the results are 

precision 66.06%, recall 63.29% and F-measure 64.64% which 
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is less than IF-LRTBOOT. Likewise, one of the method is co-

occurrence association rule mining for identification of implicit 

feature and it gives precision 70.75%, recall 62.59%, F-

measure 66.42% In the same manner proposed method i.e. 

IFE-BOOT gives results as precision 86.20%, recall 73.53% 

and F-measure 79.36% it shows better result than all these 

systems.  

 

7. CONCLUSION 

Opinion mining is very important and interesting field of 

research now a days for researchers. This is related to data 

mining concept and tries to figure out the opinions or user 

reviews related to a product according to its various features. 

The previous research shows that existing systems works well 

with explicit kind of sentences but suffers a great deal of 

problems for identification and inclusion of implicit statements. 

The proposed framework identifies implicit features for a given 

opinion word and summarizes both kinds of sentences 

effectively. The current system illustrates a statistical summary 

of the user reviews. A summary by combining statistics with 

text can be generating making it more productive. The 

proposed framework can be made suitable for other domains as 

well by implying some modifications. Finally an enhancement 

to the system that covers verbs and nouns as well can be made 

to improve the overall performance of the system. In this paper, 

we design a system to extract feature targets and opinion 

targets from online comments and propose a novel approach to 

extract subjective from implicit sentences. In order to solve the 

extraction of implicit sentences, we use the Explicit Semantic 

Analysis (ESA) method to build the associations between 

words and then find out semantic correlated opinion word or 

feature through WordNet dictionary.. After all we can get the 

synonyms and use them to represent the implicit sentence’s real 

subjective word. The experiment results demonstrate that our 

method is effective. 

 . 
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